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Abstract 

The TEAM 0.5 electron microscope is employed to demonstrate atomic resolution 

phase contrast imaging and focal series reconstruction with acceleration voltages 

between 20 and 300 kV and a variable dose rate. A monochromator with an energy 

spread of ≤0.1eV is used for dose variation by a factor of 1,000 and to provide a 

beam-limiting aperture. The sub-Ångstrøm performance of the instrument remains 

uncompromised. Using samples obtained from silicon wafers by chemical etching, the 

[200] atom dumbbell distance of 1.36 Å can be resolved in single images and 

reconstructed exit wave functions at 300, 80, and 50 kV.  At 20 kV, atomic resolution 

< 2 Å is readily available but limited by residual lens aberrations at large scattering 

angles. Exit wave functions reconstructed from images recorded under low dose rate 

conditions show sharper atom peaks as compared to high dose rate. The observed 

dose rate dependence of the signal is explained by a reduction of beam-induced atom 

displacements. If a combined sample and instrument instability is considered, the 

experimental image contrast can be matched quantitatively to simulations. The 

described development allows for atomic resolution TEM of interfaces between soft 

and hard materials over a wide range of voltages and electron doses.

Keywords: In-line electron holography, aberration-corrected TEM, high resolution 

TEM, low voltage TEM, low dose TEM, monochromator, exit wave reconstruction, 

focal series, lattice phonons
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Introduction

In recent years, significant progress has been made in transmission electron 

microscopy (TEM), driven by the development of aberration correctors (Haider et al., 

1999; Kabius et al., 2009; Sawada et  al., 2010) and other electron optical components 

such as monochromators and high brightness guns (Freitag et al., 2008; Tiemeijer et 

al., 2008, 2012).  Leading-edge equipment allows now for single atom detection 

across the Periodic Table of Elements at an ultimate resolution limit around 0.5 Å, 

which is set by the Coulomb scattering process itself (Kisielowski et al., 2008, 2009; 

Alem et al., 2011). As the available brightness values now approach 3·109 A/cm2/srad, 

the resulting beam current density  reaches ~20 A/cm2 or ~12,000 electrons/Å2s when 

the emitted electrons are focused onto small areas. This high intensity can be expected 

to compromise the sample integrity even if radiation-hard crystalline materials are 

considered. Imaging of “soft” materials, characterized by  low-atomic-number 

elements and relatively  weak chemical bonds, becomes even less accessible. This is 

known from electron microscopy of native biological specimens, where the 

accumulated dose is typically limited to 10-20 e-/Å2 (Bammes et al., 2010).

Therefore, the accomplished performance improvements have drawn renewed 

attention to the significant beam-sample interactions that occur during the observation 

of electron transparent samples in advanced aberration-corrected TEMs (Specht et al., 

2011a). Currently, strategies emerge to address this matter with low voltage 

microscopy (Kaiser et al., 2011), detector development (Battaglia et al, 2009) and 

dose minimization (Barton et al., 2011). Furthermore, it has become desirable to 
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enable imaging of hard and soft matter composites, which are used in energy-related 

r e s e a r c h e f f o r t s a n d a r e t h e r e f o r e o f r a p i d l y  g r o w i n g i n t e r e s t 

(www.solarfuelshub.org).

It is common practice for biologists and material scientists to work at medium 

acceleration voltages of 200 - 300 kV. This choice of voltage is rationalized in 

different ways: first, the ionization of hydrogen atoms as the dominant damage 

process decreases towards higher voltage (Kim & Rudd, 1994). Second, the 

penetration power of 300 kV electrons can exceed 500 nm, which allows for cellular 

tomography in some cases (Medalia et al., 2002). For materials scientists, a 200-300 

kV microscope is preferred because it  allows for atomic resolution even if lens 

aberrations are addressed only  to second order (Erni 2010). The source brightness is 

essential, as the resolution increases with the square root of number of the detected 

electrons (Tiemeijer 2008). Nowadays, phase-contrast  microscopy  at low voltages 

between 20 and 80 kV becomes feasible, with the successful development of spherical 

and chromatic aberration (CS, CC) correctors that can correctly  focus electrons 

scattered to high angles into an image point (Kisielowski et al., 2010a). At the same 

time, monochromators limit the energy spread  to ≤100 meV and are stable during 

exposure times of typically 1s in the case of the TEAM 0.5.

Figure 1 describes the imaging conditions used in this work resulting from a high-

brightness electron source, by plotting the utilized voltage-intensity  parameter space. 

It is seen that decreasing the acceleration voltage from 300 kV to 20 kV decreases the 

beam power by  about one order of magnitude. In contrast, a beam current variation at 
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constant voltage allows us to change the power by  more than three orders of 

magnitude. Both parameters are expected to affect beam-sample interactions in a 

different manner. It is established that the relative amount of displacement damage 

increases with increasing voltage, while the rate of ionization damage decreases and 

peaks at low energy (Egerton et al., 2004).

As the electron acceleration voltages decrease, challenges arise from increasing 

scattering angles and significantly  shorter extinction oscillations. Furthermore, a 

defocus spread ∆f of a few Å is needed to obtain atomic resolution, since the temporal 

damping

ED(k) = exp(-½ π2 λ2 ∆2f k4)

for a spatial frequency k  increases with the electron wavelength λ. A drop of the 

signal-to-noise-ratio (SNR) is unavoidable at low doses and must be compensated to 

produce image features above noise. These unsettled aspects can be addressed through 

new, adequate imaging conditions and detection schemes. However, these new 

techniques do not longer aim at recording a single image at a fixed focus value to 

show the recorded structure. Instead, we record large image series that are 

reconstructed to obtain the complex exit wave function with sufficient SNR. 

In this paper, we report that atomic-resolution microscopy is achieved between 20 kV 

and 300 kV using the TEAM  0.5 microscope. A new illumination scheme uses the 

monochromator to reduce the beam current within the field of view to a small fraction 

of what is emitted from the high brightness source. The field of view is restricted to 

nearly match the square CCD detector, so that no other part of the sample is exposed 

5



to electrons. It is shown for Si [110] that atomic resolution can be obtained across the 

whole voltage range in single images recorded under high dose rate (HDR) 

conditions. Electron exit  wave functions were reconstructed from focus series 

acquired under low dose rate (LDR) and HDR conditions. It  is found that the method 

of iterative exit  wave reconstruction (EWR) can be successfully applied to image 

series recorded at a dose rate of 12 e-/Å2s. As shown in Fig.1, this intensity is by a 

factor of ~1,000x lower than typically used in HRTEM with a high brightness source. 

The exit wave functions reconstructed from low dose rate images show an improved 

quality as compared to HDR conditions. Exit waves can be quantitatively matched to 

simulations if microscope and sample stabilities are considered.

Materials & Methods 

The aberration-corrected TEAM 0.5 microscope was tuned to operate at  300, 80, 50 

and 20 keV in four different experiments. Figure 2 shows the measured spherical 

aberration coefficients, relevant  scattering angles, and the estimated resolution for the 

considered voltage range. 20 kV was chosen as the lowest voltage because the 

calculated displacement damage is negligible even for materials composed of light 

elements with small binding energies, such as diatomic molecules (Suppl. Fig. 1).  A 

Wien filter-type monochromator is used for three purposes: First, the dispersed beam 

narrows the energy spread to ≤0.1 eV, which provides sufficient temporal coherence 

to reach sub-Å resolution. Second, as the beam intensity is distributed in a Gaussian 

shape along the energy-dispersive direction, the shift  of an inserted slit in this 

direction allows for variation of the dose rate over several orders of magnitude. In this 
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manner, we are able to reduce the current density  from ~12,000 e-/Å2s (HDR 

conditions) down to values as low as 12 e-/Å2s (LDR conditions) at  80 kV. Switching 

between HDR and LDR conditions is possible in less than a second. Due to this shift, 

LDR imaging occurs with an energy  difference of 5-10 eV compared to HDR. Third, 

the slit together with the dispersed beam serves as a square-shaped beam-limiting 

aperture that geometrically matches the field of view to the CCD detector (typically 

24 x 24 nm2 at 330,000 x primary magnification). A focal spread of the instrument of 

7 Å was measured at 80 kV, which we assumed for all acceleration voltages. The 

convergence semi-angle under the described illumination conditions is ~0.1 mrad 

(Tiemeijer et al., 2008, 2012).

To produce Si[110] samples, we cut a wafer into 3 mm disks and prepared a plan view 

geometry by ion milling. This step was followed by chemical etching with potassium 

hydroxide (KOH) to produce the branch-like structure at the hole edge shown in Fig. 

3. The native silicon oxide layer had been removed by hydrofluoric acid (HF) 

immediately before KOH etching. The etching process exposes {111} faces, so that 

the branches are rooftop-shaped in cross section. The wedges at the edge have angles 

of ~50º and are well-suited for HRTEM imaging.

Images were recorded on a 2048 x 2048 pixel CCD camera (Gatan, Pleasanton, 

USA), which was hardware-binned to 1024 pixels. Integration times varied between 

0.5 and 1s. We acquired focal series containing up to 200 images across a focus range 

of ±25 nm. For low dose rate experiments, 5 images of each focus value were 

recorded and the aligned averages were used for focus series reconstruction.
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EWRs were carried out using the software MacTempas (Total Resolution, Berkeley, 

USA), which uses a Gerchberg-Saxton algorithm for reconstruction as described by 

Hsieh et al. (2004). The software was modified to allow for processing of the large 

focal series. Spatial frequencies were retained within an aperture of 1.5 Å-1. While a 

constant focus increment is used as a first guess, the software determines a refined 

focus value during the iterative process.

Multi-slice exit wave and imaging simulations of a Si[110] wedge were also 

performed using MacTempas. To compare with the experimental results, focal image 

series were calculated from exit waves using the same conditions (number of images, 

increment, aberrations) as in the experiment. Also, the measured values for the focal 

spread and convergence semi-angle were used as described above. The series were 

then used for EWR, using the focus refinement routine as in the experimental data. To 

make the data comparable, experimental images were corrected for the CCD’s 

modulation transfer function (MTF; O'Keefe et al., 2001). Absorption was not 

included in the simulation.

Results

Atomic resolution imaging between 20 and 300 keV

Figure 4 shows edges of the Si[110] rooftop  sample imaged at 300, 80, 50 and 20 

keV using conventional HDR imaging with 3,200 to 16,000 e-/Å2s. From focal series, 
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we selected images at overfoci of 60 - 90 Å, where the contrast transfer function 

(CTF) displays the characteristic 1.36 Å dumbbells with negative contrast  (Lentzen 

2004). The focus values were determined from the known increment, assuming that 

the image closest to Gaussian focus shows minimal contrast for the amorphous silica 

layer. Periodograms, i.e. noise-reduced power spectra, show reciprocal lattice vectors 

to ~1/0.60 Å for 300-50 kV. The <400> dumbbells are resolved at 50, 80 and 300 keV. 

While the shape of the double peaks indicates some decrease in resolution from 300 

down to 50 keV, it is evident that the corrector sufficiently  compensates the increased 

scattering angles (Fig. 2) to achieve a resolution close to 1 Å even at 50 keV.

The situation changes at 20 keV. In this case, reciprocal lattice vectors can only be 

observed to ~1/1.0 Å, and image contrast  delocalization can be observed at the crystal 

edge in the real space image of Figure 4d. Although the [400] structure factor at 

1/1.36 Å is present in the image spectrum, the dumbbells cannot be resolved at this 

electron energy (Fig. 4 h,l). This result  is expected, as the scattering angles at 20 kV 

are more than four times larger than at 300 kV, and the presence of residual, higher 

order aberrations leads to a mis-phasing of the corresponding structure factors. 

Therefore, we tested the information limit for 20 keV in a Young’s Fringe experiment.  

As shown in Figure 5a, the information limit can be estimated around 1.8 Å, which is 

slightly better than what is expected from the scattering angles. This is explained by 

Cc calculations and measurements  that find a voltage dependent Cc of the 

microscopes UT lens of 0.9 mm already at 80 kV and 2.1 mm at 300 kV (Müller 

2012). On the other hand, an increasing contribution of non-linear image components 

at low voltages can lead to an overestimation of the information limit derived from 
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Young’s Fringes. However, the value can serve as a good estimate and is consistent 

with calculations.

In Figure 5b, a 20 keV diffraction pattern obtained from a thin Si[110] wedge is 

shown. At this electron energy, the Si <400> structure factor corresponds to a Bragg 

angle of 63.2 mrad, in contrast to 14.5 mrad for 300 kV. It can be seen that the 

hexapole optics of the corrector acts as an effective aperture, which severely distorts 

and dampens the signal for scattering angles higher than <400>. This is also reflected 

in the measurement error of the 5th order spherical aberration coefficient, which is 

about one order of magnitude larger at 20 kV as compared to 300 keV (Fig. 2).

Precision and stability of focal series reconstruction

The quality of an exit wave reconstruction depends on the precise determination of 

focal planes. To obtain meaningful reconstructions with atomic resolution and high 

phase and amplitude sensitivity, a precision comparable with the depth of focus is 

needed, corresponding to a few Å in TEAM 0.5. We used stepped focal series as an 

input to the program MacTempas to test the focus measurement precision as well as 

the stability  of the TEAM  0.5. The program iteratively assigns an optimum focus 

value to each image of the focal series during reconstruction. Obviously, a change of 

any lens aberration as well as electrical and mechanical instrument instabilities will 

affect the measured focus value, wherefore we consider the procedure a suitable test 

for system stability. The result for a series of 50 images is shown in Fig. 6. The 

defocus was kept constant across 5 images and then decreased stepwise by  11 Å in 

over-focused images after each set of five images. The integration time per image was 
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0.5 s, with 0.7 s intervals between images. In the reconstruction process, a linear 

decrease by 2.2 Å per image was input to the algorithm as an initial guess. It can be 

seen that the software recovers the input step function reliably within an extraordinary 

small “focus” drift (standard deviation) of only 2.1 Å. Therefore, it  can safely  be 

assumed that  the focus drift of the TEAM 0.5 microscope is stable within 2 Å during 

a time period of a few minutes. This enables an accurate exit wave reconstruction in 

LDR conditions, where single images are noise-dominated and provide little or no 

feedback to the microscopist within minutes of data acquisition.

In-line holography between 20 and 300 keV by focal series reconstruction 

We applied foal series reconstruction to Si[110] rooftop  samples in a ~5x5 nm area at 

the crystal edge at 300, 80, 50 and 20 keV. First we used conventional high dose rate 

conditions for imaging. As a reference focus, we chose the plane containing the tip  of 

the Si wedge, which was determined by choosing an image from each series in which 

the contrast for the amorphous silica layer was minimal. We then propagated the 

calculated exit waves to a focal plane where we observed maximal phase peaks for 

the thinnest atom columns (at the tip). At 80 and 300 kV, these focal planes were all 

within 10 Å of the reference plane, and within 25 Å for 20 and 50 kV. The results 

after numerical correction for residual wave aberration and detector MTF are shown 

in Fig. 7. As in the single lattice images, the 1.36 Å dumbbells are resolved in the 

amplitudes and phases of the reconstructed object exit wave from 300-50 keV. The 

wave reconstruction at 20 kV gives meaningful phases for the Si[110] lattice 

projection, with the 5.44 Å spacing along <100> direction. Dumbbells cannot be 

resolved at 20 kV due to the residual aberration effects described above. 
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Phase profiles along [100] direction, from the vacuum to the thicker parts of the 

crystal wedge, show a sinusoidal modulation. The baseline of this modulation, which 

corresponds to the mean phase change by the top and bottom silica layers, is not 

constant. The reason for this is the absence of low spatial frequencies <0.1 Å-1, which 

are poorly transferred even at the maximal defoci of +350 Å included in the series. 

Therefore, the atom column phases were measured as the difference of a maximum 

from the nearest minimum. These peak-to-valley  phases reach a maximum that is 

voltage-dependent. The largest phases of ~1.3 rad are measured for 80 keV. The 

modulation can be explained in terms of the 1S state model of channeling theory, 

where amplitude and phase of the exit wave function are described in an Argand plot 

and produce a channeling map (Van Aert et al., 2007). The complex exit wave 

amplitudes Ψpeak of atom columns with a thickness t lie on the circle

Ψpeak = 1 - 2 c00 ψ00 sin(π t/D00) × exp(-iπ t/D00 + iπ/2).    (1)

ψ00 is the amplitude of the 1S Eigenfunction, c00 an excitation coefficient and D00 the 

periodical thickness. In a wedge-shaped object, the sample thickness increases 

roughly proportional to the distance from the edge, so that the phase peak modulation 

occurs perpendicular to the edge. It can also be seen from the data of Figure 7 that the 

phase maximum is reached earlier at lower energies. This is expected, as the 

periodical thickness is proportional to (1 + 2m0c2/eU)-1/2. Periodical thicknesses 

(extinction distances) calculated from multi-slice simulations are listed in Table 1. It 
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can be seen from Figure 8 that if |2 c00 ψ00| < 1, the phase as a function of thickness 

cannot exceed π/2, as observed in our data.

The exit  plane of a wedge-shaped sample is not perpendicular to the beam axis (cf. 

Fig. 3c). Strictly, the reconstructions shown represent the actual exit wave only of 

atom columns at the wedge tip, while for thicker regions the wave is back-projected to 

the middle plane. For the phase at  80 kV shown in Fig. 7f, the EW had to be projected 

by 16 Å in beam direction to fulfill the maximal phase criterion for a column at ~48 Å 

distance from the edge. However, this small focal change did not give rise to any 

significant change in the 1.0 rad peak-to-valley phase of the column. When assuming 

a perfect 50º wedge, the exit surface of this column should be ~22 Å below the 

middle plane. There, the peak-to-valley phase was measured to be 0.9 rad.

Comparison of experimental data with multi-slice simulations

We performed multi-slice simulations for the TEAM  0.5 at 80 keV on a perfect Si

[110] wedge, and compared the results to our data.Non-linear image contributions 

were neglected for simplicity. For thin parts of the wedge within ~5 nm from the tip, 

no significant differences in exit waves and images were found between calculations 

with and without non-linear components (data not shown). Model and results are 

shown in Figure 9. For the given sample geometry, the simulation predicts phase 

wrapping to occur at distance of ~ 8 nm from the edge, where 50% of the periodical 

thickness is reached (Fig. 9 b). The phases are faithfully reconstructed from a focal 

series of 40 images (Fig. 9d) except for spatial frequencies < 1 nm-1 that are not 

transferred by the CTF within the applied focus range. A Debye-Waller factor of 0.5 
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Å2 is used. The situation changes drastically if additional atomic vibrations are 

considered. These may originate from the microscope or the sample and give rise to 

an additional damping in Fourier space of the form exp[-2(π ∆x k)2], where ∆x is the 

standard deviation from the atomic lattice positions. For a displacement of 31 pm, the 

condition |2 c00 ψ00| >1 is still fulfilled and the phase increases monotonically to π  

before wrapping (Fig. 8). However, displacements of ≥ 45 pm lead to a condition as 

shown in Fig. 8b. The phase does not  reach π, instead it increases to a maximum of 

~0.9-1.2 rad, followed by  a decrease towards zero at D00/2 (Fig. 9e). Dumbbell 

resolution is nearly lost for a vibration of 59 pm (Fig. 10b).

Exit wave reconstruction using low dose rates

Next, we performed focal series reconstructions of image series from the Si[110] 

rooftops at low dose rates, using 80 keV energy. An average of 12 e-/Å2, or 6 counts 

per CCD pixel over the field of view, was the lowest possible dose per image that still 

allowed sub-pixel alignment of the series. The beam intensity is thereby 1,000 times 

lower than under conventional HDR conditions. Images were recorded at 40 different 

focal planes with 1 s integration time, as described in the experimental section. Due to 

the chromatic aberration of 0.9 mm at 80 kV and the fact that the electron energy is 

lower by 5-10 eV in LDR conditions than in HDR, there will be a focus offset by 

~60-120 nm between these two states. This effect was corrected by wave propagation. 

The results are shown in Fig. 11. While the SNR of individual images is low, each 

Fourier transform contains object structure factors with sub-atomic information 

transfer. The SNR of the aligned averages is sufficient to allow focal series alignment 

and reconstruction (see Materials & Methods). While the lattice structure can hardly 
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be seen in single raw images, the EW modulus and phase clearly  reveal the object. 

Even at this low dose rate and a total dose per series of ~4,100 e-/Å2, the 1.36 Å 

dumbbells are resolved. However, a maximum phase value of only 0.7 rad is 

measured, which is lower than for the HDR reconstruction from the same object area 

shown in Fig. 7. Signal loss due to imperfect image alignment and focus 

determination of noisy, individual images contribute to this effect.

Therefore, we compared a HDR exit wave reconstruction using 12,000 e-/Å2 to a LDR 

reconstruction recorded with a dose rate of 56 e-/Å2 (Fig. 12 a,b). A slightly higher 

dose rate than described above for LDR conditions was chosen to reduce alignment 

errors and allow direct comparison of the resolution. 2D Gaussian dumbbells were 

fitted to the exit  wave phase within a ~6x6 nm area, using the same criteria for both 

datasets. Pairs with distances that differ by more than 10% from 1.36 Å were 

excluded, which left 136 LDR and 48 HDR atoms. This significant difference already 

highlights that there is signal degradation in HDR conditions near the thin edge of the 

sample as can be seen from Fig. 10c. Blurring leads to a change in the apparent 

dumbbell distance and causes larger fitting errors. In contrast, sharp peaks can still be 

detected from the edge columns in the LDR dataset. The mean column width, 

expressed by the standard deviation sigma of a 2D Gaussian, is 68 pm for LDR and 

75 pm for HDR. The fitted amplitudes of the double-Gaussian peaks within 2.2 nm 

distance from the edge are plotted as a histogram in fig. 10d. The most probable 

phases are by 50-100 mrad larger in LDR compared with HDR. It is remarkable that 

peaks from thin areas close to the edge of the sample, with phases between 50 and 

250 mrad, are absent in the HDR histogram but do exist  in the LDR dataset. The most 
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notable difference between the datasets are sharper phase peaks in the LDR 

reconstruction. In Figure 12e, the peak amplitude divided by its width is plotted as a 

function of edge distance. While the values for LDR increase nearly linearly with the 

edge distance, the HDR points are more scattered, and the average sharpness is ~10% 

lower than for LDR.
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Discussion

We demonstrate that atomic resolution imaging and in-line holography realized by 

focal series reconstruction are feasible at  energies between 20 and 300 keV and 

intensities down to 12 electrons/Å2s. Except for 20 keV, the 1.36 Å resolution 

benchmark for Si[110] dumbbells has been achieved throughout the explored energy-

intensity parameter space. We thus show that neither high voltages nor high intensities 

are needed for sample analysis with Å and sub-Å resolution. The described new 

imaging conditions enable aberration-corrected HRTEM to be applied in the rapidly 

growing research field of hard/soft matter composite materials.

We also find that the measured atomic phase peaks in EWRs of Si[110] wedges 

always remain smaller than π/2 under both HDR and LDR conditions, which is not 

expected from theory. This has been observed in similar measurements of wedge-

shaped gold samples, while microscope performance improvements seem to reduce 

this mismatch (Kisielowski at al., 2002). In fact, phase values recovered from exit 

wave reconstructions that are larger than 1 rad have never before been reported in the 

literature.

In materials science HRTEM, Debye-Waller (DW) factors are usually  introduced to 

match experiment and simulation. For bulk material, thermal vibrations of each atom 
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are then described by a temperature factor TN that  contains the DW factor BN . The 

latter is proportional to the mean square displacement <uN2>:

TN = exp[-BN k2/(4π)2]  with  BN = 8/3 π2 <uN2>.    (3)

This expression implies deviations from the equilibrium position in three dimensions. 

However, most of the time only lateral displacements (frozen phonons or DW factors) 

are considered in electron microscopy, since the 3D object  structure is projected into a 

2D image plane. Thickness dependent, lateral column displacements on a pm scale 

that are induced by electron beam irradiation were recently  measured in Rh (Specht et 

al. , 2011), Ge (Alloyeau et al., , 2009), MoS2 (Kisielowski et  al., 2010b) or BN 

(Alem et al., 2009). An influence of atom displacements in beam direction was 

measured and explained recently (Alem et al., 2011).

A DW factor of 0.5 Å2 as reported for Si in the literature (Flensburg & Stewart, 1998) 

does not properly describe the sample-thickness-dependent phase modulation that we 

observe in our experiments. Adding a mechanical instability  term to the usual thermal 

sample vibrations removes this discrepancy and is consistent with the otherwise 

unexplained reduction of phase values shown in Fig. 10. It is common practice to 

include electrical instabilities into the temporal damping function of the CTF, and 

mechanical instabilities have been treated in a similar manner (Hytch & Stobbs, 

1994). A time-dependent displacement of an atom from its equilibrium lattice position 

can be described by a superposition of phonons of the form
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u(t) = u0 exp[-iω(k)t].         (2)

Here, the dispersion ω(k) and density  of phonons depend on material properties. Each 

phonon carries the energy ћω, which is typically 100 meV or less, so that phonon 

losses are buried in the width of the zero loss peak (Schroeder & Geiger, 1972) even 

if monochromated. The field of view of a HRTEM image is expected to contain a high 

number of longitudinal and transversal phonons. These phonons will traverse the 

object during the exposure time of typically 0.5 to 1s. If a 1 µm2 area is exposed 

under HDR conditions, electrons are delivered at a rate of up  to 1012 s-1, which is on 

the order of typical phonon lifetimes (ps to fs). As phonons can travel several hundred 

nanometers during their lifetime, the phonon density in the field of view will be kept 

at a high equilibrium level. 

The discrepancy between theoretical and experimental EWR phases of silicon evident 

in our experiments can partly  be explained by a “blurring” of atomic scattering 

potentials by beam-induced lattice vibrations. As observed here, these effects can 

significantly exceed those of the Debye-Waller for thin samples such as a crystal 

wedge. Surface phonons should dominate in thin samples and their mean 

displacement exceeds bulk values by a factor of ~2 (Somorjai & Li, 2010). Surface 

phonons were first proposed by Rayleigh (1885) and may provide a natural 

explanation for the observed thickness dependence of the excitation. Also, the 

presence of phonons beyond an equilibrium density can enhance stochastic diffusion 

or migration processes. It is remarkable that the particular mechanical instability of 45 

pm yields a quantitative signal description for the MTF-corrected experimental exit 
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wave function (Fig. 9f and 9c), and also coincides with the previously measured 

information limit  of TEAM 0.5 (Kisielowski et al., 2008). This points to contribution 

from partial coherence and microscope stability to the damping factor that we 

summarize in a vibration. 

It should be mentioned that the comparison between simulation and experiment is 

semi-quantitative in a sense that the actual crystal thickness at the sample edge is not 

known. However, the curvature of the phase profile envelopes compared in Fig. 9, 

defined by the maximal peak-to-valley phase and the periodical thickness, is 

independent of the absolute crystal thickness. Instead, according to the 1S state model 

this curvature should only  depend on the amount of damping by mechanical 

instabilities if all other parameters are unchanged. The envelope curvature, or the 

maximal phase, can thus be used to estimate the combined atomic and instrumental 

vibrations. Possible reasons for the remaining differences between theory and 

experiment include

1. A gradual change from crystalline Si to amorphous silica at the tip, which gives rise 

to a defective crystal near the tip. The latter can be described in terms of an additional 

“static” Debye-Waller factor.

2. increasing contributions of non-linear image components in thicker regions.

3. Noise contribution of thermal diffuse scattering from thicker regions to the image 

near the tip, due to delocalization at large scattering angles (Forbes et al., 2011).

4. background signal improperly sampled by recording across a limited focal range.
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The atomic phase peaks in EWRs of Si[110] are sharper in thicker areas of the wedge 

sample as compared to the edge, where the thickness corresponds to only a few atoms 

(Fig. 12). Since simulations predict that the sharpness of phases must decrease with 

increasing sample thickness (Kisielowski at al., 2001), we conclude that the presence 

of mechanical instabilities, induced by the electron beam or intrinsic to the 

microscope, are more significant in thin samples than the expected broadening of the 

phases with increasing sample thickness. Indeed, a large excitation of flexural phonon 

modes is predicted in thin regions of a sample (Howie 2004). These can give rise to 

large thermal displacements of atoms both laterally and in beam direction, which can 

decrease channeling and lead to a stronger blur of scattering potentials and are 

consistent with our recent measurrements (e.g. Alloyeau et al., 2009, (Kisielowski et 

al., 2010b).

 Conclusion

It is shown in this paper that  current technology can provide atomic resolution 

transmission electron microscopy across the energy range from 20 to 300 kV. The 

high brightness electron source and the monochromator that were developed in the 

context of the TEAM Project (Dahmen et al., 2009) are essential to achieve this goal.

In high resolution TEM  for materials science, atomic displacements by knock-on 

events and plasmon excitations are considered most  relevant (Rose, 2009; Egerton et 

al., 2004). Knock-on damage is relevant above a material-dependent energy threshold 
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and can therefore be avoided by choosing an electron energy  below this threshold. As 

an example, the threshold for single atom displacement from a silicon crystal is 255 

keV, and ~86 keV for graphene (Zobelli et al., 2007). Dedicated instruments are being 

developed that operate at 20 keV, which would eliminate knock-on effects for most 

materials. However, low-voltage TEM has high demands on the stability  of the 

electron source and optics as well as for aberration correction, as we showed in this 

work. Aberration correction remains a limiting factor for resolution at 20 keV, which 

is why this matter is currently addressed worldwide (e.g. Kaiser et al., 2011).

The low-dose rate HRTEM  imaging technique described in this paper is a suitable 

approach to imaging of beam-sensitive samples. It is known in structural biology  that 

inelastic scattering can produce irreversible object damage already at lower energy 

losses of a few eV. This limits the dose and ultimately the resolution e.g. for a single 

cryo TEM image. The most relevant beam damage effects for native biological 

material embedded in vitreous ice are the breaking of chemical bonds by inelastic 

scattering events and subsequent chemical disintegration of molecules, referred to as 

ionization damage. It is especially  severe for low atomic number elements such as 

carbon or hydrogen, where the ratio of elastic to inelastic scattering is roughly 1:4 

(Henderson 1995). Ionization damage can occur at any electron energy, so that the 

accumulated electron dose per sample area is usually taken as the decisive parameter. 

In materials science, ionization damage becomes relevant for imaging “soft” materials 

such as small organic molecules, where breaking of a small number of chemical 

bonds can displace an atom. When studying such objects, the total dose has to be kept 
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at a minimum during analysis. This can be achieved under LDR conditions if the total 

exposure time is controlled.

A direct dose rate dependence for HRTEM  has been unexplored to date. However, the 

increased gun brightness needed to achieve higher resolution has created a situation 

where beam-induced lattice vibrations can exceed the magnitude of Debye-Waller 

factors. As a result, the sample integrity can be compromised during the investigations 

in HDR conditions. Here it is shown that the issue of beam-induced object alterations 

can be addressed by  delivering electrons at a low dose rate at voltages adjustable from 

20-300 kV. We find that a reduction of dose rate and accumulated dose is beneficial, 

as it  improves the signal quality  while maintaining resolution. The effect is thickness-

dependent and documented in figures 10 and 12. Recent experiments with a variety of 

materials systems including graphene, MoS2, (Hansen et al., 2011), STO 

(unpublished), and rhodium on alumina (Specht et  al., 2011b) reveal similar 

improvements of structure stability  and signal quality with decreasing dose rates. The 

effect becomes most obvious in thin films if the number of electrons/Å2s is decreased 

below 100. Moreover, dose rates as low as 12e-/Å2s in combination with exit wave 

reconstruction from large data sets allow treating the imaging of soft  and hard matter 

on equal, dose-rate limited footing.

However, it was recently demonstrated for thin Rhodium crystals that a quantification 

of atom movements is challenging. Beam-induced lattice vibrations can be traded 

with mechanical microscope stability, unless local displacements in the range of 

10-30 pm can be extracted from images of columns containing a few atoms (Specht et 
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al., 2011b). A direct measurement of beam-induced lattice vibrations becomes 

accessible in TEAM  0.5, which provides an information limit  better than 0.5 Å and 

therefore has extraordinary mechanical stability.

The ability to control voltage and dose rate to a level where only  a few electrons are 

detected in a single image, demonstrated here for the case of Si[110], can be of 

significant relevance to other materials. Examples of interest include organic 

molecules attached to crystalline surfaces. We suggest that  high resolution electron 

microscopy can be significantly  enhanced by gaining accurate control over 

accumulated electron dose, dose rate, and energy.
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Figures

Figure 1.  Electron dose rate (beam intensity) and energy were used as tunable 

parameters to study the effect of beam-sample interactions. While the high dose rate 

(HDR) conditions (black diamonds) used in our experiments are typical for imaging 

of hard materials with a high brightness gun (XFEG), HRTEM imaging under low 

dose rate (LDR) conditions (white) is demonstrated in this paper. Numbers printed in 

bold give the corresponding beam power for each experiment in pW/nm2, and the 

dose rate reduction is given for pairs of HDR/LDR conditions. A resolution of better 

than 1.36 Å was achieved for all data points except at 20 keV, where the information 

limit is estimated at ~1.8 Å. For details see text.
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Figure 2.  Spherical aberration coefficients CS =C3 and C5, Bragg angle υ200 for the 

[200] dumbbell periodicity, and estimated information limit d of the TEAM 0.5 for 

electron energies used in this work. For the measured information limit of the 

instrument of 45 pm at 300 keV, a maximal scattering angle of 44 mrad can be 

derived that is correctly transferred to an image point by the optics. This angle was 

used to estimate the information limit. Energies above 50 keV permit resolution of 

1.36 Å Si[110] dumbbells, as confirmed by our experiments. At 20 keV, the 

information limit is expected around 2.0 Å (cf. Fig. 4). We assume a voltage-

independent chromatic aberration coefficient (CC) of 1.2 mm (Kisielowski et al., 

2001). Simulated voltage-dependent CC values reach from 0.8 mm at 20 kV to 2.1 mm 

at 300 kV (see text).
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Figure 3. a: Model of a Si crystal viewed along [110] direction. The characteristic 

dumbbells have a projected distance of 1.36 Å.  b: Low magnification TEM image of 

the edge of a Si[110] sample, recorded with large underfocus at 80 keV. The sample 

was prepared from a wafer by dimpling and subsequent etching with hydrofluoric acid  

and potassium hydroxide (see text). c: The etching process produces a “rooftop” 

topography, which yields a sample with plane faces and a thickness at the edge of 

only a few atomic layers.
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Figure 4.  a-d: Edge of Si[110] wedge imaged with the TEAM 0.5 at 300, 80, 50 and 

20 kV at a primary magnification of 330,000. The overfocus values are (55 ± 11) Å for 

20 kV, (88 ± 11) Å for 50 kV, (77 ± 11) Å for 80 kV and (60 ± 20) Å for 300 kV. e-h: 

Line plots of image intensities corresponding to (a-d) in [100] direction. The 

characteristic 1.36 Å dumbbells can be resolved at 300, 80 and 50 keV, as indicated 

by the dips in the intensity peaks. Dumbbell resolution is not present in image in the 

20 keV image (d,e) due to the presence of residual aberrations. The contrast 

delocalization at 20 kV observed at the sample edge is a direct consequence of the 

increased scattering angles and wave aberration (cf. Fig. 2).  i-l: This can be seen in 

the image power spectra: while at 300, 80 and 50 kV structure factors up to [800] 

(1/0.68 Å) are present, the transfer at 20 keV is limited to the <400> lattice vector 

(1/1.36 Å). The presence of reciprocal lattice vectors does not directly reflect image 

resolution, due to dynamic scattering in the crystal.
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Figure 5.  Residual aberrations are a limiting factor for imaging at 20 keV.  a: 

Young’s fringes in the power spectrum of ultra-thin amorphous carbon film indicate a 

linear information limit of ~1.8 Å. This resolution is slightly higher then estimated (cf. 

Fig. 2; see text). b: Diffraction pattern of a Si[110] rooftop sample at 20 keV.
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Figure 6.  A stepped focal series is used to test the focal stability in the TEAM 0.5 and 

the measurement precision of the program MacTempas at 80 kV. The focus was 

decreased in steps of 11 Å every 5 images (gray curve). As an initial guess, a linear 

decrease by 2.2 Å per image was used (dotted line). The values calculated as a result 

of the exit wave reconstruction (black curve)  follow the step shape of the instrumental 

foci, with a mean offset of -5 Å. The inset shows a histogram of the deviation of the 

measured foci from a perfect step function. The standard deviation of the Gaussian fit 

(black curve) is only 2.1 Å.
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Figure 7.  Focal series reconstruction of  Si[110] rooftop edges (cf. Fig. 3c) 

performed at 300, 80, 50 and 20 kV.  a-h: Amplitudes and phase of the reconstructed 

wave in a plane containing the wedge tip are shown for a 5.8 x 5.8 nm area. The 

wedge is terminated by a ~2 nm thick amorphous oxide layer. The <200> dumbbell 

direction is indicated (arrow in (a)).  i-l: The magnified areas of 1.5 nm side length 

show that the 1.36 Å dumbbells can be resolved in phase and amplitude at 300, 80 

and 50 keV. At 20 keV, this resolution is not permitted due to the presence of residual 

wave aberrations (cf. Figs. 4,5).  m-p: Phase profiles along a three pixel-wide line in 

<200> direction.
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Figure 8: Complex representation (Argand plot) of the reconstructed exit wave 

function  of a Si[110] wedge, as predicted by the 1S state model. a: Argand plot of the 

simulated EW (gray) and a reconstruction from a focal series of 40 images (black, cf. 

Fig. 9). Without lattice vibrations, the diameter |2 c00 ψ00| of the circle is >1, so that 

the phase reaches π at half the periodical thickness. However, such large values were 

never observed in experiments. b: Reconstructions from focal series simulated 

including combined microscope and beam-induced sample vibrations of 31, 45 and 59 

pm standard deviation, included into a damping function. While phase wrapping still 

occurs with only 31 pm of vibration, phases are always <π/2 if  a total vibration of 

≥45 pm is present, which approximates the information limit of TEAM 0.5. Atomic 

phases reach a maximum before falling off to zero at half the periodical thickness, as 

observed in the experiments. A vibration by 45 pm matches best the experimental 

values (exp.). All simulations were done using parameters for the TEAM 0.5 at 80 

keV, and a mean atomic Debye-Waller factor of 0.5 Å2. In (a), the circle diameter is 

estimated from the modulus of atom columns with phase π/2. In (b), the diameter was 

calculated from the largest observed phases.
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Figure 9.  Comparison of an experimental focal series reconstruction of a Si[110] 

wedge with multi-slice simulations for the TEAM 0.5 at 80 keV.  a: The Si wedge 

model used for simulation seen from [111] direction, perpendicular to the beam axis 

[110]. It has single atoms at the edge and is 44 planes thick at the base, with a wedge 

angle of ~40°. Inset: view of the wedge tip.  b-c: Exit wave phases in a 11.8 x 11.8 nm 

area at the edge.  b: Multi-slice simulation. The lattice is not aligned with the image 

pixels to avoid artifacts.  c: Experimental reconstruction from a focal series recorded 

under HDR conditions, corrected for the camera MTF.  d-f: Phase profiles along the 

dashed lines in (b) and (c).  d: The original EW shows phase wrapping at half 

periodical thickness, as expected from theory (cf. Fig. 8). If the EW is reconstructed 

from a focal series without atomic vibrations, equivalent peak-to-valley phases are 

obtained. The offset of the minima is caused by the absence of low spatial frequencies 

in the image series.  e: Simulated EWRs assuming lattice vibrations with 59, 45 and 

31 pm mean atomic displacement (cf. Fig. 8). At 31 pm vibration, the blurring of 
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Coulomb potentials is small enough to reach a phase of π. For ≥ 45 pm, the column 

phases peak before falling off to nearly zero at half the periodical thickness.  f: The 

same phase modulation is observed for the experimental EWs. The phase profile 

(black) shows a good match to the simulation for 45 pm, which is shown for 

comparison (grey). All EWRs were calculated from 40 images, using the same 

primary foci between +33 and -11 nm, CS = -8.43 µm and C5 = 5.5 mm.
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Figure 10.  Phase profiles from EWs of a Si[110] wedge tip (cf. Fig. 9a) with column 

thicknesses from 4 to 7 atoms. We used experimental and simulation parameters as 

described in Fig. 9. a: Without lattice vibrations, the true phase is almost perfectly 

reconstructed from a focal series of 40 images recorded with the TEAM 0.5 at 80 keV.  

b: When lattice vibrations are taken into account, the phase sensitivity is reduced by 

60-70%, which makes counting of atoms along a column difficult in the presence of 

noise. For a vibration by 59 pm, dumbbell resolution is nearly lost.  c: A vibration by 

45 pm describes well the experiment (black curve). Atom numbers in (c) refer to the 

simulation (gray curve), as they are unknown for the experiment.
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Figure 11.  Low dose rate exit wave reconstruction of a Si[110] wedge from images 

recorded with 12 e-/Å2s at 80 keV.  a: Left half: single image from focal series, right 

half: average of 5 LDR images recorded at the same focus.  b: Power spectrum of a 

single image, showing structure factors to a resolution better than 1.36 Å ([400] 

reflection).  c,d: Phase and amplitude of the exit wave reconstructed using 27 

averages, with defoci ranging from +33.0 to +4.4 nm (O: oxide layer, V: vacuum).  e: 

Single image and reconstructed phase for a 2.3 x 2.3 nm area. While atomic columns 

can hardly be recognized in the noisy image, The dumbbells are clearly resolved in 

the EW phase.  f: Line plot of the phase in <200> direction. The dips show 1.36 Å 

resolution.
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Figure 12.  The effect of low dose rate imaging on exit wave reconstruction.  a,b: 

Phase (left half) and modulus (right half) of EWs from HDR (a, 12,000 e-/Å2s) and 

LDR data (b, 56 e-/Å2s).  c: Comparison of the boxed areas in (a) and (b) showing the 

phase of columns at the crystal edge. d: Histogram of phase peak amplitudes within a 

2.2 nm from the crystal edge. e: The peak sharpness (fitted peak amplitude / sigma) 

for HDR and LDR plotted as a function of distance from the edge.
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Tables

E / keV φmax / rad tmax / nm D00 / nm

20 0.47 6.2 ± 2.0 11.0 (12.5)

50 1.1 5.2 ± 1.0 17.5 (19.5)

80 1.3 8.0 ± 1.0 20.5 (22.0)

300 0.75 6.2 ± 1.0 29.0 (32.5)

Table 1: Maximal experimental phase peaks φmax, occuring at a crystal thickness tmax, 

and calculated periodical thicknesses D00 for different electron energies and a Debye-

Waller factor of 0.5 Å2. (Values in brackets: D.-W. factor of 2.0 Å2). The tmax were 

estimated from the data shown in Fig. 7 m-p, assuming a perfect 50º Si[110] wedge 

which is four atoms thick at its tip.
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Supplementary Figures

Supplementary Figure 1: Calculated cross-sections for displacement (knock-on) 

damage events for selected diatomic molecules composed of light elements. The 

binding energies are given for each molecule.
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Supplementary Figure 2: Amplitudes (peak) and standard deviations (sigma) of a fit 

of double Gaussians to dumbbells in the EWR phase of a Si[110] at 80 kV (cf. Fig. 

12), plotted as a function of distance from the edge. Black: high dose rate conditions, 

gray: low dose rate conditions.
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